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Abstract . Recent trends in autonomous marine vehicle (AMV) research have been 
strongly motivated by scientific and commercial operational scenarios in which 
multiple vehicles must cooperate towards the execution of a common goal. Central to 
the operation of these groups of vehicles is the availability of advanced systems 
allowing for both cooperative mission planning and cooperative plan execution. 

As a contribution to fulfill this objective, this paper puts forward the concept of an 
integrated path planning/trajectory tracking system for multiple vehicle 
maneuvering towards a desired geometric formation, in the presence of external 
disturbances. The path planning algorithm yields deconflicted paths for multiple 
AMVs that minimize an energy-related cost criterion and takes explicitly into account 
ocean current information; the trajectory tracking strategy ensures that the vehicles 
follows the specified paths in the presence of unforeseen disturbances. 

Keyword List . Multiple Autonomous Marine Vehicles, Path Planning, Robust 
Trajectory Tracking, Conditional Integrators. 

I. INTRODUCTION 

The past years have seen a literal explosion of research in marine vehicles, be they automated or 
remote-controlled. The potential for robotics especially in the water environment is indeed enormous, 
and applications range from scenarios where the robots are mainly being used to keep humans away 
from heavily time-consuming work such as data collection over weeks or even months (Leonard N. E., 
Paley, Lekien, Sepulchre, Fratantoni, & Davis, January 2007), to scenarios that clearly reduce risk for 
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humans when they are replaced by robots in dangerous or hard to access environments (Kazmi, Ridao, 
Ribas, & Hernández, May 2009). 

The ultimate goal is to achieve full autonomy of the robots, so that human supervision of any mission 
can be reduced to a minimum. This objective, coupled with the demand for multiple, cooperating 
vehicles, defines a new frontier in autonomous robotics research. Not only must the vehicles be 
independent and self-reliant to such an extent that they are fully capable of fulfilling a given mission 
goal and react autonomously on external events requiring deviations from the mission as it was 
originally planned; in addition, they must be able to cooperate, and communicate with each other, 
collaboratively achieving goals that a single vehicle could not possibly achieve on its own, and 
furthermore  even deal with possible heterogeneity within the group. 

Although research in multiple vehicle missions in general is quite advanced (see, e.g., (Bellingham, 
Tillerson, Alighanbari, & How, December 2002) where the topic is tackled for unmanned aerial 
vehicles), the sea environment poses completely different challenges to this field of research, and 
results have just very recently been taken from simulations to the real world (EU, 2006 – 2009) (Breivik 
M. , 2010). 

A major, yet often neglected issue for the launch of a mission for multiple AMVs is situated right at 
deployment time and before starting the actual mission: marine vehicles cannot be deployed in 
formation. This has various reasons, the most important of which are the influence of waves, wind and 
ocean currents on the vehicle, and, in case of underwater scenarios, the mere fact that deployment, at 
least at present time, always occurs at the sea surface. 

Because most marine vehicles are underactuated, they lack hovering capabilities, and station keeping 
has to be done by either facing the current or by executing a circular movement around the point at 
which to hold, rendering a smooth start of a coordinated mission literally impossible. And even if the 
vehicles have hovering capabilities, and assuming that they indeed could be deployed already in 
formation, a smooth mission start is highly unlikely, as the transition from station keeping to the 
actually desired movement is not instantaneous and prone to be deviating from the plan, especially in a 
highly dynamic environment such as the sea. 

The aforementioned facts make it imperative to start a mission “on the fly”, i.e. to execute a pre-mission 
control scheme that makes the vehicles reach the actual mission start points simultaneously and with 
already having the required velocity. This is what we call the “Go-To-Formation” behavior, a planning 
mechanism to be executed after all vehicles have been deployed, and that guarantees that the actual 
mission can be started in a smooth, controlled manner. 

The path planning takes into account ocean currents in the process of calculating deconflicted 
trajectories, but this alone is no guarantee that the vehicles can actually follow this path. We present a 
method based on conditional integrators (Seshagiri & Khalil, 2005), (Singh & Khalil, 2005), (Burger, 
Pavlov, & Pettersen, 2010) which makes the controller robust against external disturbances. This 
guarantees accurate trajectory tracking, thereby ensuring that the vessels keep their minimum safety 
distance, and reach the desired formation at the desired time. 

The contribution of this paper is to bring together both distinct techniques, to illustrate the applicability 
of the resulting system via simulations, and to such prepare the path for a future versatile planning and 
controlling suite, and the paper shows recent results obtained with the combination of a path planner 
and a trajectory tracking controller for multiple AMVs, both with the capability of dealing with external 
disturbances. This document is organized as follows: both the path planning mechanism and the 
trajectory following controller are introduced in Sec. II , and results of applying the method are shown in 
Sec. III . Finally, we discuss the advantages of our method in Sec. IV, where we also point out open 
questions and give an outlook to future research. 



 

 

II.  MATERIALS AND METHODS 

This section is split into two parts, in which we both introduce the polynomial multiple AMV path 
planning method with an overview of the actual planner as well as in-depth detail of the underlying 
mathematics, before we go on to the trajectory tracking controller that will be used to ensure that the 
previously planned paths and velocity profiles are being executed appropriately and according to plan. 

II.A. POLYNOMIAL PATH PLANNING 

A robust and reliable path planning algorithm for multiple marine vehicles has to be able to take into 
account not only known environmental conditions such as ocean currents or the maximum 
communication distance between the vehicles, but also the constraints of the vehicles themselves, such 
as maximum and minimum admissible velocities, or maximum acceleration. This is shown in Figure 1: a 
cost criterion, initial and final vehicle conditions, and internal and external constraints are used to 
produce a trajectory that meets the constraints and minimizes the cost. The spatial and temporal 
coordinates of this trajectory yield a spatial path and a corresponding velocity profile. 

In addition to the aforementioned constraints, it is also required that collisions be avoided among the 
vehicles, a property that is referred to as deconfliction in the area of multiple air vehicle control 
(Kaminer I. , Yakimenko, Pascoal, & Ghabcheloo, 2006), as it ensures that at no instant of time will two 
vehicles get closer in space than a desired safety distance. In practice, deconfliction can be spatial or 
temporal. In the first category, shown in Figure 2 for the case of two vehicles, non-intersecting spatial 
paths are generated without explicit temporal constraints. In the second case, temporally deconflicted 
paths will give rise to nominal trajectories (defined in space and time) for the vehicles to track. Clearly, 
temporal deconfliction introduces an extra degree of freedom (time) that is not available in the case of 
spatial deconfliction. As such, it leads to solutions whereby paths are allowed to come to close vicinity 
or intersect in space, but the temporal scheduling of the vehicles involved separates these occurrences 
well in time, see Figure 3. In summary, temporal deconfliction allows for the solution of a larger class of 
problems than those that can be tackled with spatial deconfliction algorithms. 

The planning techniques that are the focus of this section build upon the work first reported in 
(Yakimenko, 2000) and later in (Kaminer I. , Yakimenko, Pascoal, & Ghabcheloo, 2006) and (Kaminer I. , 
et al., August 2007) for unmanned aerial vehicles. Work on the subject in the context of marine vehicles 
has also been published in (Ghabcheloo, Kaminer, Aguiar, & Pascoal, June 2009), and, more recently, in 
(Häusler, Ghabcheloo, Pascoal, Aguiar, Kaminer, & Dobrokhodov, September 2009) and (Häusler, 
Ghabcheloo, Pascoal, & Aguiar, September 2010). The key idea of the chosen approach is to separate 
spatial and temporal specifications, effectively decoupling the process of spatial path computation from 
that of computing the desired speed profiles for the vehicles along those paths. The first step yields the 
vehicles’ spatial profiles and takes into consideration geometrical constraints; the second addresses 
time related requirements that include, among others, initial and final speeds, deconfliction in time, and 
simultaneous times of arrival. Decoupling the spatial and temporal constraints can be done by 
parameterizing each path as a set of polynomials in terms of a generic variable s  and introducing a 

polynomial function ()sg  that specifies the rate of evolution of s  with time, that is, ()/ds dt sg= , see 

(Kaminer I. , et al., August 2007). By restricting the polynomials to be of low degree, the number of 
parameters used during the computation of the optimal paths is kept to a minimum, a fact that stands at 
the root of the success of the direct method for rapid prototyping of near-optimal aircraft trajectories 
proposed in (Yakimenko, 2000). Once the order of the polynomial parameterizations has been decided, 
it becomes possible to solve the multiple vehicle optimization problem of interest (e.g., simultaneous 
time of arrival under specified deconfliction and energy expenditure constraints) by resorting to any 
proven direct search method, here (Hooke & Jeeves, 1961). 



 

 

II.A.1. MATHEMATICAL FOUNDATIONS OF PATH POLYNOMIALS 

In the following general description of the adopted methodology for spatially deconflicted path 
planning and details on its application to generate paths and velocity profiles for the Go-To-Formation 

maneuver, let : { ; 1,.., }iV i n= =V  denote the set of 2n²  vehicles iV  involved in a maneuver. We start 

by recalling the difference between a path and a trajectory. A path is a curve 
3:p s­  parameterized 

by s  in a closed subset [0, ], 0
i if fs s >  of +. If s  is identified with time t  or a function thereof then 

(remark the notation without bar) , 
3:p t­  with [0; ], 0f ft t tÍ >  will be called a trajectory. Hence, 

path following refers to the problem of making a vehicle converge to and following a path ( )p s  with no 

explicit temporal schedule. However, the vehicle speed may be assigned as a function of parameter s . 

Trajectory tracking is the problem of making the vehicle track a trajectory ( )p t , that is, the vehicle must 

satisfy spatial and temporal schedules simultaneously. The difference is that trajectory tracking 
depends on absolute timing, which does not allow for on-line modification of the plan in case of 
disturbances during execution. On the other hand, in the case path following, if the vehicle for any 
reason cannot follow the desired speed or stops for some time, it still can continue following the path 
with the given speed profile. See (Häusler, Ghabcheloo, Kaminer, Pascoal, & Aguiar, May 2009) for more 
detail. 

The approach adopted here, as first introduced by (Yakimenko, 2000) and later on extended in 
(Kaminer I. , Yakimenko, Pascoal, & Ghabcheloo, 2006) and (Kaminer I. , et al., August 2007), exploits a 
separation between spatial and temporal specifications. Due to this separation, the optimization 

process can be viewed as a method to produce paths ( )i ip s  without explicit time constraints, but with 

timing laws ( )i sg  that effectively dictate how the nominal speed of each vehicle should evolve along the 

path. Using this set-up, spatial and temporal constraints are essentially decoupled and captured in the 

descriptions of ( )i ip s  and ( ) /i is ds dtg = ( )i ip t  and ( ) /i id dth t t= , respectively, as will be seen later. 

Furthermore, adopting polynomial approximations for ( )i ip s  and ( )i sg  keeps the number of 

optimization parameters small and makes real-time computational requirements easy to achieve. 

Intuitively, by making the path of a generic vehicle iV  a polynomial function of [0, ]
ii fs sÍ , the shape of 

the path in space can be changed by increasing or decreasing 
if

s —a single optimization parameter. 

This approach, coupled with a polynomial approximation for ( )i isg  makes it easy to shape the speed 

and acceleration profile of the vehicle along the path so as to meet desired dynamical constraints. 

Consider now the path of a single vehicle, denoted by ( ) [ ( ), ( ), ( )]p s x s y s z s= Å
 with a 

parameterization [0, ]fs s= . Each coordinate ( )x s , ( )y s  and ( )z s  can be represented by an algebraic 

polynomial of degree N , i.e. 
0

( )
N

k

xk

k

x s a s
=

=ä . The minimum degree N¬ of each polynomial is specified 

by the number of boundary conditions to be met; see (Häusler, Ghabcheloo, Kaminer, Pascoal, & Aguiar, 

May 2009). If desired, additional degrees of freedom can be included by making N N> ¬. For the 

remainder of the paper, we use 5N= , which gives us the equation 
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to compute the coefficients of ( )x s . x¡ and x¡¡ denote first and second “spatial” derivatives of x  

towards s . Given ( )sg , the (spatial) boundary conditions on the right-hand side of (1) can be computed 

from given (temporal) boundaries using formulas described in (Häusler, Ghabcheloo, Pascoal, Aguiar, 
Kaminer, & Dobrokhodov, September 2009), (Häusler, Ghabcheloo, Kaminer, Pascoal, & Aguiar, May 
2009) and (Ghabcheloo, Kaminer, Aguiar, & Pascoal, June 2009). 

It is now important to clarify how temporal constraints may be included in the feasible path 
computation process. We employ a procedure that will allow meeting strict boundary conditions and 
other constraints without increasing the complexity of the path generation process. To this effect, let 

min max,v v  and maxa  denote predefined bounds on the vehicle's speed and acceleration, respectively. Let 

( ) /s ds dtg = , yet to be determined, dictate how parameter s  evolves in time, giving us equations for 

temporal speed ( ( ))v s t  and acceleration ( ( ))a s t  (we write s  for ( )s t ) 

 2 2 2( ) ( ) ( ) ( ) ( ) ( ) || ( ) ||v s s x s y s z s s p sg g¡ ¡ ¡ ¡= + + =  (2) 

 
2( ) || ( ) ( ) ( ) ( ) ( ) ||a s p s s p s s sg g g¡¡ ¡ ¡= +  (3) 

Choosing a particular ( )sg , it follows from (2) and (3) that a path ( )p s  is feasible if all boundary 

conditions are met, together with additional speed and acceleration constraints that can now be 
specified as 

 min max( ) || ( ) ||v s p s vg ¡¢ ¢  (4) 

 
2

max|| ( ) ( ) ( ) ( ) ( ) ||   [0, ].fp s s p s s s a s sg g g¡¡ ¡ ¡+ ¢ " Í  (5) 

At this point, a choice for ( )sg  must be made. A particular choice that achieves simultaneous time of 

arrival is 

 ( ) (0) ( ( ) (0))
f

s
s f

s
g g g g= + -  (6) 

with (0) (0)vg =  and ( ) ( )f fs v tg = , where ft  is the terminal time yet to be determined. This 

polynomial is of degree sufficiently high to satisfy boundary conditions on speed and acceleration 

because the boundary conditions (0), , ( ), ( )f fp p p s p s¡ ¡¡ ¡ ¡¡ can be easily obtained from given (0), (0)p p

, ( ), ( )f fp t p t  using the definition of ( )sg . Note that e.g. a constant velocity profile can be achieved by 

shaping ( )sg  in a different way, as discussed in (Häusler, Ghabcheloo, Kaminer, Pascoal, & Aguiar, May 

2009). 



 

 

II.A.2. PATH OPTIMIZATION 

A feasible trajectory can now be obtained by solving the optimization problem 

 
subject to geometric boundary

min
conditions and (4) and (5) [1, , ]

J
i n

X
" Í »

 F1 

where X is the vector of optimization parameters, that may include ft  and the accelerations (0)x¡¡, 

(0)y¡¡ and (0)z¡¡. Also, one could also think of including the jerk (0)x¡¡¡ etc., if (1) is adapted 

accordingly. In this paper, the cost function J  is defined as the simplified total energy consumption of 

the vehicle (Kruger, Stolkin, Blum, & Briganti, April 2007), given by 
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where D is the total drag force, T is the thrust with which the vessel is propulsed, r is the dynamic 

pressure, dC  is the total drag coefficient of the vehicle, A  its reference area and m  its mass. The 

subscript w  denotes the vectors with respect to the fluid. 

To address the problem of path following control, where all vehicles must arrive at their respective final 
destinations at the same time, we extend this methodology to deal with multiple vehicles. To achieve 

simultaneous time of arrival, we adopt (6) as ( ) (0) ( ( ) (0))
i

i

i
i i i i f i

f

s
s s

s
g g g g= + - , where 1, ,i n= »  is 

the number of vehicles. Integrating ( )i i is sg=  yields 
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and 
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Here ft is the final time of arrival, and fs is the final value of the path variable. Considering ft , in some 

specified interval 1 2[ , ]t t , as the key search parameter in an optimization problem, the final values 
if

s  of 



 

 

the path parameters is  are uniquely defined by (9). This can now be used to achieve either spatial 

(paths are separated “geometrically”) or temporal deconfliction (paths are allowed to intersect or 

violate the clearance condition E  if the vehicles are not within the conflicting region at the same 
instance of time). The elegance of using our approach for multiple vehicle path planning lies in the fact 
that it guarantees exact equal times of arrival (Häusler, Ghabcheloo, Kaminer, Pascoal, & Aguiar, May 
2009). 

II.A.3. SPATIAL DECONFLICTION 

In the case of spatial deconfliction, feasible trajectories for all the vehicles are obtained by solving an 
optimization problem of the form 
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where iJ  represents total energy consumption of vehicle iV  and the weights 0iw >   penalize the 

energy consumptions of all vehicles. Note that in contrast to F1, in F2 an additional constraint was 
added to guarantee spatially deconflicted trajectories separated by a minimum spatial clearance 

distance E . 

In summary, we seek to minimize the used energy, given the ft  that is changed during the optimization 

runs, and subject to constraints that include minimum and maximum vehicle speeds, maximum vehicle 
accelerations, the allowed window of times of arrival, and spatial clearance requirements for 
deconfliction. 

II.A.4. TEMPORAL DECONFLICTION 

Temporal deconfliction introduces an extra degree of freedom (time), that is not available in the case of 
spatial deconfliction. As such, it yields solutions whereby paths are allowed to come to close vicinity or 
intersect in space. For achieving temporal deconfliction, the key step involves changing the collision 
avoidance constraint in F2 to 

 
2 2

f|| ( ) ( ) ||   , 1, , ;  and t [0, ]i jp t p t E i j n i j t- ² " = » ¸ Í (12) 

where ft  is the optimization parameter and t  is related to the is  via (10). 

II.A.5. ARCHITECTURE OF THE PATH PLANNER 

The requirements imposed onto a versatile path planning algorithm are stated in the schematic shown 
in Figure 4. In the first stage, we want to have a means of path generation for single vehicles. This has to 
take as inputs the boundary conditions, that is, initial and final poses (i.e. positions and headings) and 
has to output a path between those, which is, together with an associated speed-profile, passed onto the 
optimization algorithm. Additional inputs to the single vehicle path planner are given by the initial 



 

 

guess vector I ; later on, they will be refined through the optimization process and fed back into the 
path planner to generate new and improved results. 

The different vehicles' dynamic constraints are taken into account as constraints imposed to the 
optimizer. The optimizing stage takes as inputs the previously generated paths as well as the vehicle 
dynamic constraints (e.g. minimum and maximum permitted velocity magnitudes for each vehicle), 
constraints imposed by the mission (e.g. spatial clearance and a cost criterion like minimum energy 
usage or minimum simultaneous arrival time), and environmental constraints (such as current speed 
and direction and obstacles). When the results achieved by repeated calls of the path generator (by the 
optimization algorithm) cannot be improved any further, the path planning system stops and outputs 
the paths together with speed profiles, which then can be jointly used in a path following controller. 

 

II.B. A ROBUST TRAJECTORY TRACKING CONTROLLER 

 

After having created viable trajectories which guarantee collision-free arrival in the desired formation 
structure, the vessels should be able to follow the path closely and with the correct timing. If the vessels 
are not at the right place at the right time, as calculated by the path planning method discussed above, 
the minimum inter-vehicle distance that is taken into account by the optimization algorithm, is no 
longer guaranteed.  

Correct timing can be guaranteed by using trajectory tracking, which explicitly takes the time into 
account. To obtain accurate tracking of the paths, the possible influence of ocean currents should not be 
ignored. In the following we will discuss a method to achieve accurate trajectory tracking, which is 
robust against constant external disturbances. This method is based on the work as can be found in 
(Burger, Pavlov, & Pettersen, 2010). 

II.B.1. DESCRIPTION OF THE VESSELS 

In order to follow the paths, we will suggest a model-based controller. The vessel model we use is based 
on the work of (Fossen, 2002). The dynamics of a single vessel is given by 
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where 
2( ; ; )x yh y= Í ³Sdenotes the pose vector in the inertial reference frame, 

3( ; ; )u v rn= Í

denotes the body-fixed velocity vector, 3tÍ is the control vector describing the forces and torque 

exerted by the actuators, and 3Í̧ is a disturbance vector representing the forces and torque exerted 
by the ocean current. The vector ̧  is assumed to be constant in the inertial reference frame, thereby 
representing a constant ocean current. 

The inertia matrix  M and damping matrix )(nD are positive define matrices of the form 
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while the Coriolis and centripetal matrix )(nC  is skew-symmetric, given by 
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The Jacobian matrix )(yJ  transforms the body-fixed velocities to velocities in the inertial reference 

frame, and is given by 
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The desired vessel behavior to be discussed next should be imposed on the vessel through the control 

vector tdefined in (13). This will be done by using the desired state vectors dh  and dn : 

¶ ( )d th : the desired pose in the inertial frame 

¶ ( )d tn : the desired velocity in the body-fixed frame 

Using these notions, we can state the control objective as follows. 

Control objective: For the system (13), find a control law fortsuch that the pose and velocity terms 

converge as 

 ( ) ( ),dt th h­  (17) 

 ( ) ( ),dt tn n­  (18) 

despite the presence of a bounded, constant but unmeasured disturbance ,̧ such that the desired state 

( ), ( ))( d dt th n is an asymptotically stable trajectory of the system. 

II.B.2. CONTROLLER DESIGN FOR CALM WATERS 

When the vessels are in calm waters, meaning that there are no or very little ocean currents, the 
influence of the disturbance vector ̧ can be ignored. First we will design a controller for this 
undisturbed situation, inspired by the constant bearing guidance methods discussed by (Breivik & 
Fossen, 2007), (Breivik M. , 2010). 

Using the polynomial )( )(p tt obtained by the path planner as discussed above, with ( )t tt = , we can 

define the desired pose as 
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where the subscriptsxand y  indicate the corresponding element in the vectors representing the values 

for the x and y directions, velocity vector ( )v t is defined in (2), and tanh(·;·)denotes the two-argument 

inverse tangent function. The desired pose dh can be visualized as a target vessel that moves on the 

path, with its orientation aligned with the tangent of the path. The error between the vessel and its 
target —the pose error h— is defined as 

 ( ) ( ) ( ).dt t th h h= -  (20) 

 

For the body-fixed velocity nwe define two distinct notions of “desired” values. The desired velocity dn

is defined as the velocity of the target on the path (the desired along-path velocity), given by 

 ( ) ( ) ,d d dtn y h=J
Å

 (21) 

which is dependent on both the path and time. In order to obtain convergence towards the path, we 

define the commanded velocity cnas 

 ( ) ( )[ ],c dtn h h h= +J E
Å

 (22) 

which depends on the path, time and the current pose. The matrix E 0is a tuning matrix. We define 

the velocity error n as the difference between the commanded and the real velocity, given as 

 ( ) ( ) ( ).ct t tn n n= -  (23) 

With this choice of commanded velocity, the dynamics of the pose error becomes 

 ( ) ( )[ ] ( ) .d d d ch h h h y n h y n n h y n= - = - = - - =- +J J E J  (24) 

Notice from (22) that if 0h­ , ( )c d d dn y h n­ =J
Å

. Hence if 0cn n n= - ­, we have dn n­ , 

satisfying the control objective (18). 

 

Using the notions defined above, we propose the use of the force control law 

 ( ) ( ) ,c c c dt n n n n n n= + + +M C D K  (25) 

where  dK 0 is a tuning matrix providing extra damping in the system, or equivalently introducing 

derivative action in the controller. Defining the adjusted damping matrix ( ) ( ) dn n= +D D K , the closed-

loop dynamics of system (13) with controller (25) is given by 

 ( ) ( ) 0.n n n n n+ + =CM D  (26) 

As proved in (Burger, Pavlov, & Pettersen, 2010), this controller makes the desired state ( ); ( ))( d dt th n

the uniformly globally exponentially stable equilibrium trajectory of the system. 

 



 

 

II.B.3. ROBUSTNESS AGAINST OCEAN CURRENTS 

When the vessels are in an area with streaming water, the control law given in (25) will not be enough 
to satisfy the control objectives, and —perhaps more importantly— cannot guarantee that the vessels 
have safe inter-vehicle distances at all times. We suggest augmenting the controller suitable for 
undisturbed situations with a conditional integrator .  

Conditional integrators have been introduced in (Seshagiri & Khalil, 2005) and (Singh & Khalil, 2005), 
where it is shown that they can be used to reject internal disturbances (i.e. disturbances constant in the 
body-fixed frame), with guaranteed convergence towards the desired state, while having good transient 
performance. In (Burger, Pavlov, & Pettersen, 2009) we extended the concept to make it suitable for 
external disturbances (i.e. disturbances constant in an external reference frame), and applied it to path 
following for  marine vehicles. We made some theoretical improvements in (Burger, Pavlov, & Pettersen, 
2010), where we showed its applicability to trajectory tracking. Here we will discuss this trajectory 
tracking controller, and show that it makes the closed-loop system regain its good convergence 
properties, despite the influence of an unmeasured ocean current. 

In the case of streaming water, we propose to use the extended force control law 

 ( ) ( ) ,c c c dt n n n n n n t= + + + +M C D K  (27) 

for system (13), where for the auxiliary control vector twe use the conditional integrator 

 
( )

( )

1

1

Sat ( ) ,

( ) Sat ( ) ,

t n y s

s s y n y s

-

-

è ø= +ê ú

è ø=- + +ê ú

F H GJ

G J H H GJ

Å

Å
 (28) 

where 3sÍ is an auxiliary state vector, Satis an element-wise saturation function, and matrices 
3 3, , ³ÍF G H are diagonal matrices chosen such that they are positive definite and commute with the 

Jacobian matrix J : 

 
( ) ( ) , ) ( ) , ( ) ( ) .(y y y y y y= = =

I G 0 H 0

FJ J F J G HJ J

F

GJ H

ớ̧ ớ, , ,
 (29) 

This conditional integrator has multiple positive properties, amongst which 

¶ Control signal tis bounded and smooth 

¶ The controller behaves like a sliding-mode controller for large errors, resulting in good 
transient performance without requesting control forces the actuators cannot provide 

¶ The controller behaves like a proportional -integral controller for small errors, thereby avoiding 
chattering in the system; integrator anti-windup is provided inherently 

¶ The signal 1Ĕ s-=FGH¸ can be used as an estimate for the disturbance ̧; since sis smooth and 

bounded, also Ḝwill be smooth and bounded; when (29) is satisfied, Ĕ­̧ i̧s guaranteed 

For details on the derivation of these properties, we kindly refer the interested reader to (Burger & 
Pettersen, 2010). 

As proved in (Burger, Pavlov, & Pettersen, 2010), this controller makes the desired state ( ); ( ))( d dt th n

the uniformly globally asymptotically stable and uniformly locally exponentially stable equilibrium 
trajectory of the system. 



 

 

III.  RESULTS 

To show the strengths of the trajectory tracking controller in accurately following the planned paths 
with the given velocity profiles so as to achieve collision avoidance, we restrict ourselves to surface 
scenarios and temporally deconflicted paths. 

III.A. PATH PLANNING 

Figure 5 shows a typical planned scenario. To show the strength of both the path planner and the 
vehicle controller, while still being able to present the results in a clean manner, a group of five vehicle 
was chosen. The intended mission start formation (i.e. the formation the Go-To-Formation path planner 
has to achieve) was selected to be a triangle shape with a preset advance velocity. The security distance 

between the vehicles was set to be 25mE= , and the vehicle constraints were specified as stated in 

Table 1. The velocity profiles are shown in Figure 6. It is interesting to note that the path intersections 
take place “as early as possible”, which is due to the fact that the vehicles should be more and more in 
pace at the end of the planned paths. This is the only way to ensure a smooth mission start after the Go-
To-Formation stage of a given mission has been achieved. 

III.B. TRAJECTORY TRACKING 

We will demonstrate the effectiveness of the discussed control laws for use in go-to-formation 
maneuvers by numerical simulation. The following table contains the initial and (desired) final pose of 
each of the five vessels in the formation. 

The initial conditions are chosen slightly different than those used for the path planning, representing 
possible drift due to environmental disturbances during the time it takes for the path planning process 
to obtain and distribute the trajectories. 

The vessels used for simulation are based on CybershipII; a 1:70 scale model of an offshore supply 
vessel with a length of 1.2m and a mass of 23.8kg. The system matrices are given as 

 

25.8 0 0 0.72 0 0

0 33.8 1.0 , 0 0.89 0.03 .

0 1.0 2.8 0 0.03 1.90

=

å õ å õ
æ ö æ ö
=æ ö æ ö
æ ö æ ö
ç ÷ ç ÷

DM  (30) 

More details on this vessel can be found in (Kyrkjebø, 2007). 

 

III.B.1. CALM WATER 

In the scenario with calm water (hence 0=̧ in (13)), we can apply control law (25) to the system.  As 

the vessels provide enough damping themselves, we choose 

 

0 0 0

0 0 0 .

0 0 0

d

å õ
æ ö
=æ ö
æ ö
ç ÷

K  (31) 

The tuning matrix E  used in the definition of the commanded velocity in (22) is chosen as 



 

 

 

0.1 0 0

0 0.1 0 .

0 0 0.025

å õ
æ ö
=æ ö
æ ö
ç ÷

E  (32) 

Figure 7 shows the inter-vehicle distances per vehicle. The safe distance of 25m that should be kept 
between the vessels is met at all times, as can be seen by the absence of crossings of the dotted lines 
representing this safe distance. This shows that the planned trajectories satisfy the constraint on the 
minimum inter -vehicle distance, and that the controller makes the vessels converge to the trajectory 
fast enough, and the vessels stay on the path as soon as they have reached it. The convergence of the 
vessels is shown in Figure 8, confirming the smooth and fast convergence towards the trajectory. The 
figure shows the x- and y-component of the error signal h, which both become and stay zero quickly. 

III.B.2. STREAMING WATER 

When the influence of the streaming water cannot be ignored, hence 0̧¸ , safety of the vessels cannot 

be guaranteed using control law (25). In the following we will represent a constant ocean current by a 
force in the inertial frame given as 

 

0.8

0.6 .

0.0

-å õ
æ ö
æ ö
æ
ç ÷

=

ö

¸  (33) 

Note that the last term is chosen zero; the torque on the vessel in the horizontal plane is zero, indicating 
that the ocean current is non-rotational. The effect of neglecting ocean currents in the controller design 
is shown in Figure 9; the safe inter-vehicle distance of 25m is violated several times, hence safety of the 
vessels is no longer guaranteed. Figure 10 shows the reason for this; the vessel no longer manages to 
converge to the path, but stays in a neighborhood of it.  

III.B.3. USING CONDITIONAL INTEGRATORS 

In order to regain the convergence and stability properties despite the influence of the ocean current, 
we will next use the conditional integrator-based controller defined by (27) and (28). The tuning 

matrices F , G and H are chosen as 

 

2.0 0 0 2.0 0 0 0.1 0 0

0 2.0 0 , 0 2.0 0 , 0 0.1 0 .

0 0 5.0 0 0 12.5 0 0 0.5

å õ å õ å õ
æ ö æ ö æ ö
=æ ö æ ö æ ö
æ ö æ ö æ ö
ç ÷ ç

=

÷ ç ÷

=G HF  (34) 

Figure 11 shows the results for the inter-vehicle distances. The vessels satisfy the requirement of 
keeping at least 25m of distance again, which is due to the convergence of the vessels towards the path. 
Figure 12 shows the position errors, which indicate that the vessels converge fast and smoothly 
towards the trajectory, and track it accurately despite the influence of the ocean current. 

IV. DISCUSSION 

In this paper, we showed the result of joining a multiple AMV path planning suite with a robust 
trajectory tracking controller to achieve a versatile and robust tool that can be used at both the 



 

 

planning and the execution stage of a mission at sea. The results obtained are promising and provide a 
fruitful ground onto whi ch to base future work with the tool. Possible research directions include, but 
are by no means limited to, different vessel types in addition to different vehicle dynamics (such as 
surface vehicles as well as underwater ones), path following using generated timing laws to prevent 
common problems with trajectory tracking controllers, the inclusion of active communication in both 
the simulator as well as communication constraints and the eventuality of temporal communication 
link losses in the planner, and the avoidance of obstacles at sea, to name but a few. The immediate next 
steps are outlined clearly and will concern a tighter interaction of planner and controller in terms of the 
usage of mutually available information, e.g. about ocean currents. 
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VIII. FIGURE CAPTIONS 

 

Figure 1. Simplified schema of the path planning system. 

 

Figure 2. Spatial deconfliction for two autonomous surface vehicles. 



 

 

 

Figure 3. Temporal deconfliction for two autonomous surface vehicles. 

 

Figure 4. The multiple vehicle path planning system. 



 

 

 

Figure 5. Paths for a randomly distributed group of four vehicles. The vehicle icons are located at the same 
instant of time for each path. Please keep in mind that although the picture suggests that some vehicles might 
collide, this is in fact not the case, but due to a scaling factor: in order to make the vehicles better visible, they 

have been scaled up by a factor of 10, which makes them showing a length of more than 20m from bow to 

stern, which makes the 25m safety margin appear very small. However, the vehicles in fact have only about a 

tenth of this size. 

 

Figure 6. Velocity profiles for the paths shown in Figure 5. The dotted lines signify maximum and minimum 
allowed velocity; the solid lines are the actual velocity profiles. Some of the speeds have been chosen to be 
similar to each other with a very small offset (see Table 1); this is only to assure that the resulting velocity 
profile plot shows all of them distinctly. 

 



 

 

 

Figure 7. Inter -vehicle distances as seen per vehicle over time for calm water. The safe distance as used by the 
path planner is 25 meter, as indicated by the dotted lines. The trajectory tracking controller makes the vessel 
follow the path accurately, resulting in safe inter-vehicle distances at all times. 

 

Figure 8. Position errors per vehicle for calm water split into the x- and y-direction. For all vessels we obtain 
fast and smooth convergence to zero. 



 

 

 

Figure 9. Inter-vehicle distances as seen per vehicle over time in streaming water without robust control. The 
safe distance of 25 meters is violated several times, as can be seen by the part of the curves that come below the 
dotted line indicating the safe distance. 

 

Figure 10. Position errors per vessel for streaming water without robust control. By not taking into account the 
influence of the ocean current, the vessels can no longer converce towards their desired positions. 



 

 

 

Figure 11. Inter-vehicle distances as seen per vessel over time for streaming water with robust control. By 
adding a conditional integrator the vessels manage to track their desired trajectories again, resulting in safe 
inter -vehicle distances at all times. 

 

Figure 12. Position errors per vessel for streaming water and robust control. The convergence towards the 
desired positions is fast and smooth, just as in the case of calm water. 

IX. TABLES 

 [ ]min m sv  [ ]max m sv  2

max m sa è øê ú maxk
 (Curvature)  

Vehicle 1 (blue)  0.2 1.5 0.2 0.07 



 

 

Vehicle 2 (violet)  0.125 1.455 0.2 0.1 

Vehicle 3 (green)  0.3 1.0 0.2 0.1 

Vehicle 4 (red)  0.1 1.1 0.2 0.1 

Vehicle 5 (beige)  0.09 1.09 0.2 0.1 

Table 1. Vehicle dynamic constraints used in the path planning stage. 

 

 Initial Conditions  Final Conditions  

 
0 [( ) ]x t m  0 [( ) ]y t m  0( ) [ ]t rady  [( ) ]fx t m  [( ) ]fy t m  ) [ ]( ft rady  

Vehicle 1 (blue)  -5 120 / 4p  600 400 / 4p  

Vehicle 2 (violet)  425 -145 / 4p-  600 450 / 4p  

Vehicle 3 (green)  295 -65 / 3p  600 500 / 4p  

Vehicle 4 (red)  120 -50 / 3p  550 500 / 4p  

Vehicle 5 (beige)  680 -50 0  500 500 / 4p  

Tabel 2. Initial and final conditions for the tracking scenarios. 
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